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df <- read\_sav("Your Beliefs About Memory, Disclosure, and Child Testimony\_April 8, 2019\_12.05.sav")

## Select the variables relevant to my study  
  
df1 <- df %>%  
 dplyr::select("Q35\_1", "Q35\_2", "Q35\_5", "Q35\_9", "Q35\_12", "Q48\_1", "Q48\_2", "Q48\_5", "Q48\_9", "Q48\_12", "Q49\_1", "Q49\_2", "Q49\_5", "Q49\_9", "Q49\_12", "Q50\_1", "Q50\_2", "Q50\_5", "Q50\_9", "Q50\_12", "Q51\_1", "Q51\_2", "Q51\_5", "Q51\_9", "Q51\_12", "Q52\_1", "Q52\_2", "Q52\_5", "Q52\_9", "Q52\_12", "Q59\_1", "Q59\_2", "Q59\_5", "Q59\_9", "Q59\_12", "Q60\_1", "Q60\_2", "Q60\_5", "Q60\_9", "Q60\_12", "Q61\_1", "Q61\_2", "Q61\_5", "Q61\_9", "Q61\_12", "Q62\_1", "Q62\_2", "Q62\_5", "Q62\_9", "Q62\_12", "Q63\_1", "Q63\_2", "Q63\_5", "Q63\_9", "Q63\_12")  
  
## Rename the variables so they can be worked with  
  
df1 <- rename(df1, MemChild.TD.3to5 = Q35\_1, MemChild.TD.6to11 = Q35\_2, MemChild.ID = Q35\_5, MemAdult.TD = Q35\_9, MemAdult.ID = Q35\_12, SugChild1.TD.3to5 = Q48\_1, SugChild1.TD.6to11 = Q48\_2, SugChild1.ID = Q48\_5, SugAdult1.TD = Q48\_9, SugAdult1.ID = Q48\_12, SugChild2.TD.3to5 = Q49\_1, SugChild2.TD.6to11 = Q49\_2, SugChild2.ID = Q49\_5, SugAdult2.TD = Q49\_9, SugAdult2.ID = Q49\_12, SugChild3.TD.3to5 = Q50\_1, SugChild3.TD.6to11 = Q50\_2, SugChild3.ID = Q50\_5, SugAdult3.TD = Q50\_9, SugAdult3.ID = Q50\_12, SugChild4.TD.3to5 = Q51\_1, SugChild4.TD.6to11 = Q51\_2, SugChild4.ID = Q51\_5, SugAdult4.TD = Q51\_9, SugAdult4.ID = Q51\_12, SugChild5.TD.3to5 = Q52\_1, SugChild5.TD.6to11 = Q52\_2, SugChild5.ID = Q52\_5, SugAdult5.TD = Q52\_9, SugAdult5.ID = Q52\_12, TestChild1.TD.3to5 = Q59\_1, TestChild1.TD.6to11 = Q59\_2, TestChild1.ID = Q59\_5, TestAdult1.TD = Q59\_9, TestAdult1.ID = Q59\_12, TestChild2.TD.3to5 = Q60\_1, TestChild2.TD.6to11 = Q60\_2, TestChild2.ID = Q60\_5, TestAdult2.TD = Q60\_9, TestAdult2.ID = Q60\_12, TestChild3.TD.3to5 = Q61\_1, TestChild3.TD.6to11 = Q61\_2, TestChild3.ID = Q61\_5, TestAdult3.TD = Q61\_9, TestAdult3.ID = Q61\_12, TestChild4.TD.3to5 = Q62\_1, TestChild4.TD.6to11 = Q62\_2, TestChild4.ID = Q62\_5, TestAdult4.TD = Q62\_9, TestAdult4.ID = Q62\_12, TestChild5.TD.3to5 = Q63\_1, TestChild5.TD.6to11 = Q63\_2, TestChild5.ID = Q63\_5, TestAdult5.TD = Q63\_9, TestAdult5.ID = Q63\_12)  
  
## Amalgamate the 3 measures so they are further simplified  
  
id\_test\_child <- paste0("TestChild",1:5,".ID")  
id\_mem\_child <- paste0("MemChild.ID")  
id\_sug\_child <- paste0("SugChild",1:5,".ID")  
  
td\_test\_3\_5 <- paste0("TestChild",1:5,".TD.3to5")  
td\_mem\_3\_5 <- paste0("MemChild.TD.3to5")  
td\_sug\_3\_5 <- paste0("SugChild",1:5,".TD.3to5")  
  
td\_test\_6\_11 <- paste0("TestChild",1:5,".TD.6to11")  
td\_mem\_6\_11 <- paste0("MemChild.TD.6to11")  
td\_sug\_6\_11 <- paste0("SugChild",1:5,".TD.6to11")  
  
id\_test\_adult <- paste0("TestAdult",1:5,".ID")  
id\_mem\_adult <- paste0("MemAdult.ID")  
id\_sug\_adult <- paste0("SugAdult",1:5,".ID")  
  
td\_test\_adult <- paste0("TestAdult",1:5,".TD")  
td\_mem\_adult <- paste0("MemAdult.TD")  
td\_sug\_adult <- paste0("SugAdult",1:5,".TD")  
  
## Coalesce these measures into one simple value to make additional analyses easier to code  
  
short <-   
c(id\_test\_child, id\_mem\_child, id\_sug\_child, td\_test\_3\_5, td\_mem\_3\_5, td\_sug\_3\_5, td\_test\_6\_11, td\_mem\_6\_11, td\_sug\_6\_11, id\_test\_adult, id\_mem\_adult, id\_sug\_adult, td\_test\_adult, td\_mem\_adult, td\_sug\_adult)

## Select the demographic variables and rename them  
  
df2 <- df %>%  
 dplyr::select("Q6", "Q7", "Q9", "Q10")  
  
df2 <- rename(df2, Age = Q6, Gender = Q7, Education\_Level = Q9, Parent = Q10) %>%  
 mutate(Age = factor(Age,   
 levels = c(1,2,3,4,5,6),  
 labels = c("(18 – 24)", "(25 – 34)",  
 "(35 – 44)", "(45 – 54)", "(55 – 64)",  
 "(65+)")),  
 Gender = factor(Gender,   
 levels = c(1, 2, 3),  
 labels = c("Male", "Female", "Non-Binary")),  
 Education\_Level = factor(Education\_Level,  
 levels = c(1, 2, 3),  
 labels = c("None", "Secondary", "Tertiary")),  
 Parent = factor(Parent,  
 levels = c(1, 2),  
 labels = c("Yes", "No")))  
  
tabnz <- df2 %>%  
 select(Age, Gender, Education\_Level, Parent)  
  
df2\_described <-   
prettyR::describe(df2)

## Description of df2

## Take out the DK responses  
df1[,paste0(short, "\_bin")] <- lapply(df1[,short], function(x){  
 car::recode(x, "1 = 0; 2 = 0; 3 = 0; 4 = 0; 5 = 0; 6 = 0; 7 = 1")})

## Registered S3 methods overwritten by 'car':  
## method from  
## influence.merMod lme4  
## cooks.distance.influence.merMod lme4  
## dfbeta.influence.merMod lme4  
## dfbetas.influence.merMod lme4

df1[,short] <- lapply(df1[,short], function(x){  
 car::recode(x, "1 = 1; 2 = 2; 3 = 3; 4 = 4; 5 = 5; 6 = 6; else = NA")})  
  
perc\_dn <-   
(sum(rowSums(df1[,paste0(short, "\_bin")])) / (nrow(df1[,paste0(short, "\_bin")]) \* ncol(df1[,paste0(short, "\_bin")]))) \* 100

## Descriptive Statistics  
  
df1$id\_test\_child <- rowMeans(df1[id\_test\_child], na.rm = T)  
df1$id\_mem\_child <- rowMeans(df1[id\_mem\_child], na.rm = T)  
df1$id\_sug\_child <- rowMeans(df1[id\_sug\_child], na.rm = T)  
  
df1$td\_test\_3\_5 <- rowMeans(df1[td\_test\_3\_5], na.rm = T)  
df1$td\_mem\_3\_5 <- rowMeans(df1[td\_mem\_3\_5], na.rm = T)  
df1$td\_sug\_3\_5 <- rowMeans(df1[td\_sug\_3\_5], na.rm = T)  
  
df1$td\_test\_6\_11 <- rowMeans(df1[td\_test\_6\_11], na.rm = T)  
df1$td\_mem\_6\_11 <- rowMeans(df1[td\_mem\_6\_11], na.rm = T)  
df1$td\_sug\_6\_11 <- rowMeans(df1[td\_sug\_6\_11], na.rm = T)  
  
df1$id\_test\_adult <- rowMeans(df1[id\_test\_adult], na.rm = T)  
df1$id\_mem\_adult <- rowMeans(df1[id\_mem\_adult], na.rm = T)  
df1$id\_sug\_adult <- rowMeans(df1[id\_sug\_adult], na.rm = T)  
  
df1$td\_test\_adult <- rowMeans(df1[td\_test\_adult], na.rm = T)  
df1$td\_mem\_adult <- rowMeans(df1[td\_mem\_adult], na.rm = T)  
df1$td\_sug\_adult <- rowMeans(df1[td\_sug\_adult], na.rm = T)  
  
domain\_list <- list("id\_mem\_child",  
 "id\_test\_child",   
 "id\_sug\_child",  
 "td\_mem\_3\_5",  
 "td\_test\_3\_5",  
 "td\_sug\_3\_5",  
 "td\_mem\_6\_11",  
 "td\_test\_6\_11",  
 "td\_sug\_6\_11",  
 "id\_mem\_adult",  
 "id\_test\_adult",  
 "id\_sug\_adult",  
 "td\_mem\_adult",  
 "td\_test\_adult",  
 "td\_sug\_adult")  
  
measure\_names <- c("Memory - CWID",  
 "Ability to Testify - CWID",  
 "Suggestibility - CWID",  
 "Memory - TD 3-5 year olds",  
 "Ability to Testify in Court - TD 3-5 year olds",  
 "Suggestibility - TD 3-5 year olds",  
 "Memory - TD 6-11 year olds",  
 "Ability to Testify in Court - TD 6-11 year olds",  
 "Suggestibility - TD 6-11 year olds",  
 "Memory - AWID",  
 "Ability to Testify - AWID",  
 "Suggestibility - AWID",  
 "Memory - TD Adult",  
 "Ability to Testify - TD Adult",  
 "Suggestibility - TD Adult"  
 )  
  
domain\_out <-   
lapply(domain\_list, function(x){  
 data.frame(Mean = round(mean(df1[[x]], na.rm = T), 2),  
 SD = round(sd(df1[[x]], na.rm = T), 2)  
 )  
 }) %>%  
 do.call(rbind, .) %>%  
 cbind(measure\_names, .)  
  
library(papaja)

## Loading required package: tinylabels

apa\_table(domain\_out, caption = "Means and standard deviations of measures in the study")

(#tab:data4)

Means and standard deviations of measures in the study

|  |  |  |
| --- | --- | --- |
| measure\_names | Mean | SD |
| Memory - CWID | 2.98 | 1.32 |
| Ability to Testify - CWID | 3.41 | 0.99 |
| Suggestibility - CWID | 4.07 | 1.03 |
| Memory - TD 3-5 year olds | 2.66 | 1.40 |
| Ability to Testify in Court - TD 3-5 year olds | 3.18 | 0.93 |
| Suggestibility - TD 3-5 year olds | 4.06 | 1.03 |
| Memory - TD 6-11 year olds | 3.59 | 1.33 |
| Ability to Testify in Court - TD 6-11 year olds | 3.82 | 0.87 |
| Suggestibility - TD 6-11 year olds | 4.02 | 0.90 |
| Memory - AWID | 3.67 | 1.30 |
| Ability to Testify - AWID | 3.85 | 0.97 |
| Suggestibility - AWID | 3.71 | 1.02 |
| Memory - TD Adult | 5.24 | 1.37 |
| Ability to Testify - TD Adult | 4.92 | 0.64 |
| Suggestibility - TD Adult | 3.08 | 1.12 |

measure\_list <- list(id\_test\_child,   
 id\_sug\_child,  
 td\_test\_3\_5,  
 td\_sug\_3\_5,  
 td\_test\_6\_11,  
 td\_sug\_6\_11,  
 id\_test\_adult,  
 id\_sug\_adult,  
 td\_test\_adult,  
 td\_sug\_adult)  
  
measure\_names <- c("Ability to Testify - CWID",  
 "Suggestibility - CWID",  
 "Ability to Testify in Court - TD 3-5 year olds",  
 "Suggestibility - TD 3-5 year olds",  
 "Ability to Testify in Court - TD 6-11 year olds",  
 "Suggestibility - TD 6-11 year olds",  
 "Ability to Testify - AWID",  
 "Suggestibility - AWID",  
 "Ability to Testify - TD Adult",  
 "Suggestibility - TD Adult"  
 )  
  
rel\_list <-   
lapply(measure\_list, function(x){  
 scale\_out <- ufs::scaleStructure(df1[c(x)])  
 data.frame(alpha = scale\_out$output$cronbach.alpha,  
 omega = scale\_out$output$omega.psych,  
 H = scale\_out$output$coefficientH)  
 }) %>%  
 do.call(rbind, .) %>%  
 cbind(measure\_names, .)

## Loading required namespace: GPArotation

apa\_table(rel\_list)

(#tab:reliability)

\*\*

|  |  |  |  |
| --- | --- | --- | --- |
| measure\_names | alpha | omega | H |
| Ability to Testify - CWID | 0.70 | 0.80 | 0.85 |
| Suggestibility - CWID | 0.71 | 0.76 | 0.80 |
| Ability to Testify in Court - TD 3-5 year olds | 0.68 | 0.78 | 0.84 |
| Suggestibility - TD 3-5 year olds | 0.70 | 0.84 | 0.84 |
| Ability to Testify in Court - TD 6-11 year olds | 0.69 | 0.78 | 0.85 |
| Suggestibility - TD 6-11 year olds | 0.69 | 0.75 | 0.83 |
| Ability to Testify - AWID | 0.72 | 0.87 | 0.89 |
| Suggestibility - AWID | 0.75 | 0.80 | 0.85 |
| Ability to Testify - TD Adult | 0.38 | 0.75 | 0.76 |
| Suggestibility - TD Adult | 0.76 | 0.82 | 0.84 |

## LEMR (Linear Effects Mixed Regression)  
df1$id <- paste0("id\_", 1:nrow(df1))  
  
df1\_long <- df1[c("id\_test\_child", "id\_mem\_child", "id\_sug\_child", "td\_test\_3\_5", "td\_mem\_3\_5", "td\_sug\_3\_5", "td\_test\_6\_11", "td\_mem\_6\_11", "td\_sug\_6\_11", "id\_test\_adult", "id\_mem\_adult", "id\_sug\_adult", "td\_test\_adult", "td\_mem\_adult", "td\_sug\_adult", "id")] %>%  
 pivot\_longer(., -id) %>%  
 separate(., "name", into = c("type", "cat", "age", "age2")) %>%  
 mutate(., target = paste0(type, age)) %>%  
 mutate(., target = factor(target, levels = c("td3", "idchild", "td6", "idadult", "tdadult")))

## Warning: Expected 4 pieces. Missing pieces filled with `NA` in 6102 rows [1, 2,  
## 3, 10, 11, 12, 13, 14, 15, 16, 17, 18, 25, 26, 27, 28, 29, 30, 31, 32, ...].

lmer\_out <- lmer("value ~ target \* cat + (1|id)", data = df1\_long)  
  
sjPlot::tab\_model(lmer\_out)

value

Predictors

Estimates

CI

p

(Intercept)

2.66

2.58 – 2.75

<0.001

target [idchild]

0.33

0.21 – 0.44

<0.001

target [td6]

0.93

0.82 – 1.04

<0.001

target [idadult]

1.01

0.90 – 1.13

<0.001

target [tdadult]

2.58

2.47 – 2.69

<0.001

cat [sug]

1.40

1.29 – 1.50

<0.001

cat [test]

0.52

0.41 – 0.63

<0.001

target [idchild] \* cat[sug]

-0.32

-0.48 – -0.16

<0.001

target [td6] \* cat [sug]

-0.97

-1.12 – -0.82

<0.001

target [idadult] \* cat[sug]

-1.37

-1.53 – -1.20

<0.001

target [tdadult] \* cat[sug]

-3.56

-3.72 – -3.41

<0.001

target [idchild] \* cat[test]

-0.10

-0.26 – 0.06

0.202

target [td6] \* cat [test]

-0.29

-0.44 – -0.14

<0.001

target [idadult] \* cat[test]

-0.36

-0.52 – -0.20

<0.001

target [tdadult] \* cat[test]

-0.85

-1.00 – -0.70

<0.001

Random Effects

σ2

1.01

τ00 id

0.20

ICC

0.16

N id

678

Observations

9434

Marginal R2 / Conditional R2

0.274 / 0.393

sjPlot::plot\_model(lmer\_out, type = "int") +  
 labs(title = "Jurors' Beliefs of Witnesses With and Without ID's",  
 x = "Measures",  
 y = "Averaged Scores") +  
 labs(color = "Measures") +  
 scale\_color\_manual(values = c("#989E21", "#F0AD32", "#7AF0F0"), labels = c("Memory", "Suggestability", "Ability to Testify")) +  
 scale\_x\_continuous(labels=c("td3" = "TD EC",  
 "idchild" = "CWID",  
 "td6" = "TD MC",  
 "idadult" = "AWID",  
 "tdadult" = "TD Adult"))

## Scale for 'colour' is already present. Adding another scale for 'colour',  
## which will replace the existing scale.

## Scale for 'x' is already present. Adding another scale for 'x', which will  
## replace the existing scale.

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAABnlBMVEUAAAAAADoAAGYAOjoAOmYAOpAAZpAAZrYzMzM6AAA6ADo6AGY6OgA6OmY6OpA6ZmY6ZpA6ZrY6kJA6kLY6kNtNTU1NTW5NTY5Nbo5NbqtNjshmAABmADpmAGZmOgBmOjpmOmZmOpBmZgBmZjpmZmZmZrZmkJBmkNtmtrZmtttmtv9uTU1uTW5uTY5ubo5ubqtujqtujshuq6tuq+R68PCOTU2OTW6OTY6Obk2Obm6ObquOjm6Ojo6OjsiOyP+QOgCQOjqQOmaQZgCQZjqQZmaQZpCQkDqQkGaQkLaQtpCQttuQ27aQ29uQ2/+YniGrbk2rbm6rbo6rjqurq46ryKur5Mir5OSr5P+2ZgC2Zjq2Zma2kDq2tma2tpC2ttu225C229u22/+2/7a2/9u2///Ijk3Ijm7IyI7I5KvI/8jI/+TI///bkDrbkGbbtmbbtpDb27bb29vb/7bb/9vb///kq27kq47k5Kvk/8jk/+Tk///r6+vwrTLy8vL/tmb/trb/yI7/25D/27b/29v/5Kv//7b//8j//9v//+T///8zTIkSAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAYv0lEQVR4nO2djX/bxnnHQcUaxzhJk01KZit2581rbSZulkluuq6TnK2tt2Si7a2b6HVdmkXOuolJN0fai6KhZiuKwn+9e+4FB5AAAdzhiOfA5/exRQI/4A58vrzDHXA8BBGp1QqaPgCSWxHglosAt1wEuOUiwC0XAW65CHDLRYBbLkPAk62N8huHnX3xZhRwvf5p0p3urR/D/+S6p0HQTa3IMoci2VHA92VJfAWpjH//sPyRZSo/3dnDzNV0r2uZVvwx+HYycK9C4OJollMTgIO1JIMMwCHbppubmjLDoA8vw4AnP9nqilis2QLOT7c6YOO04o+RBBxAaqgB86OePhWfWirjk4apDfJMFi7+91v8WNRqe8D56VYHbJzWDGARuC96LJLLAywOET4L+z8K1j6Nfn0zCK58Gqnl6V8GQecuq26uHqaOetyDTwsbv/ppsgSrNUNeyNXeUirtYVwDiJ3Czt/waLK0eQ3I7A325mevBJ1vR4lsojg9nfC8V5ju85syXa4vXwn4YjLDL3vBlZ8rwOXS0nGTEZ3yTXQKCnfIVkI0Z2KzSDUBfqnHzjJhD2oR9gUTy/yDQK0yA3j6U/gOjvXGEnC8hjP8TO0tFKbMQ53caP1YFYhE8OIKLZGNXBW/yfCionSv3ExtGKTTBIOvu3KzWyGtMBmKhYBhgUVz5niXARiOhv29K9oTYnncewOoJU6m6lTCN4Zv4C973RiwXsOrsvTeOu1E/T3u9Xn2sCY+IBFJaIaNgm4imzi9+E2GV5wue/dFEB8Uq7VkUirDyVbno+jXe0GFtJJxUxHNrKKZhvzNfGTzVRNgyFfmyBqOavmlb/08tZcCzA+Pf0FFpcU/mV4jASf31mknAMNBQADhNeTlKA4e5A/nP51onF7izZxXOl2l//zZD3tBdy5DHfxSx6jjVhbwbGTzVRNgeAefI+JNKtmAGM72ieRxfhl0eVtYVEwKsF4jGKb21mknW2BDthckOdRVYKIBIwpOnGicnnqT5ZVNVx0VT6CbyhCOTm9SIq3ZuBUDno9svlwCjn55M90nUsfJDrMYcGrvbMAsckPIiaU77EYFgHV68k2mVzJdGYTgG3/1z8+3FgIuTqsC4LjpPRvZfFUH/IVoIm3Ir9NkSwNOVzVc//EXibZAArD8VJFuRes1mmG8d2YVzdbe2drQr/nBU4rTgzd5Xpl05Wb9SJ2DdYawY6IWL3OM8WeLI5oDOAx07zQV2XxVBxyy9sT0p6IS/TZvXsQHm24shMHvHssms1RcRfMm1Uesf7Cnz8F6DWeY3juzkcXWfuPlff0qYpFsjUY60Ti9+E2GVzpdyY61rFgXJ9k6Yo2suyIoFY4x/mxxRPkmcv9kP1gEcD6ydQJmFZOsHkLVI5Aldq65z2vARH8+dUFGNajjblK8RrZGUnvHaaeugowCdU4SGYqLPhsJEIlsZHo64XmvfLoi9kGcZjpD3U0qdYyJz6Z2HqW7SYnARVmRrRNw3C1ntXUveP2r+BzMvtKpDrvojr+ROAp1SXVfbfzS3eSFDrVGMJzZW6WdAhzKkiJeeSqTm0H3qwSIONE4PZ3wvFc+3TgSHw1FLaQMdnq88pk+B5c9xnRE+Sb8eBKAO3Gzai6y+aK7SS0XAW65CHDLRYBbLgLcchHglosAt1wEuOUiwC0XAW65qgP+ekZzK+q03aZe87E5wGMvAmxsE2AXQURkE2AXQURkE2AXQURkE2AXQURkE2AXQURkE2AXQURkE2AXQURkE2AXQURkE2AXQURkE2AXQURkE2AXQURkE2AXQURkE2AXQURjDwYEuAYbL+CvCXAdNgG2FQE2tQlwHTZewHQOrsXGCnjANbs9RhFgI5sA12QjBTwYZBF2gMdeNGzWRApw08dRQlSCjWyqomuyCbCtCLChTd2kWmy8gOlCRy02AbYVATa1CXAdNgG2FQE2tQlwHTZewNSKrsXGCzjDd4DHXgTY2CbALoKIyCbALoKIyCbALoKIyCbALoKIyCbALoKIyCbALoKIyCbALoKIyCbALoKIyCbALoKIyCbALoKIyPYe8Mnm5uZbR/Du4v7mtVO1utkgIrK9B/xsV765fLQbnVxXq5sNIiLbd8CXjw/ku4sPjqLze0dyqdkgIrJ9B8zq5c1NXojP3zuNLr4LuH+baVlH5oF2dpo+gmLlAz5/90CW4hfXFGBQs6UEkc38nfQyRhW0ovl5WJdg0LKDiNZuD2A6B+f5XgOGivnyCWC9fLRNrehM32vA0A9+84AXXeoHZ/s7fgPO0ZKDiNfe4Upuj1EE2NgmwDXYiAHv7MwSdoDHXgTY1CbAddiIAVMVXYdNgG1FgI1t6ibVEkS8tvcXOnK07CCitQlwPUFEaxPgeoKI1ibA9QQRrU2NrFqCiNee8x3gsRcBNrYJsIsgIrIJsIsgIrIJsIsgIrIJsIsgIrIJsIsgIrIJsIsgIrLbCpjklagEG9ttLcHNBhGRTYBdBBGRTYBdBBGRTYBdBBGRTYBdBBGRTYBdBBGRTYBdBBGRTYBdBBGRTYBdBBGRTYBdBBGRTYBdBBGRTYBdBBGRTYBdBBGRTYBdBBGRTYBdBBGRTYBdBBGRTYBdBBGRTYBdBBGRTYBdBBGRTYBdBBGR3QLAMNU7SE/uHxHgfN81KyMtBHwiJgTXk/uDmg0iItt/wOff+R4nqyf3BzUbRES2h4AnW/3JVrB2KJYuH/+DqKL15P40pb93SgEedqPR2uGoK5ZOtuU5WE/uD2q2lCCy/SvBrABP97pRKIrw+XunqpEFis/DzQYRke0l4MnWhgIMTefNzW1lEuBCf5ncSisJeLq3EXb2oaKWkiVYT+4PajaIiGz/AEfjXtCNhuvHahkAw5T+YnJ/qWaDiMj2EHApNRtERDYBdhFERLaPgEdB0B/pKjpTzQYRke0h4OH6c9FTWqRmg4jI9g8w7yb1VTcpT80GEZFNgF0EEZHtH+BoBFU0XOtYpGaDiMj2EHAUBkyL+RLgXD87XuMerxEnWwWNV0eibpKxXRpwZ5+/NA94utcvsUezQURklwZ8G+rE0e3mAUMLq1jNBhGRXRrwnVvH0fTBQwZ4uhfw2+3jnjgV8td+NH6ZlXH2Z3z1x8xObVSGSGnAUdE1DgK80M8DfPfDw2j82pfrx/wSAwsyL0mjtUMBttePAfe6UI+KjZRZI+DJVsBF3aRSdmnA/RHre26E68e8A8ro/gbKES+xItIaMMOpNlJmjYDLqdkgIrLLAw670bDPAI9EAdoQ3RW4MxsEcNkwBgyv8UbStBQBNrbLA57cen7jEADLU+Bki8HlNCM+Bi4NWJ8nEwPkjDV3s4H6wWXt8oCjpw+7EVTRvMMUwVv2Ry5AbZwErNYr0xitULqRJap/upJVyq4AeMRKTQiNLEaWAQSG0D3mp1tGFUI+3esIwPFG0qwRsPy60LXocnYFwMAplN0kKKDs9Nr5GC77i1Mx7xHdeVsAjjdSJgFuyPbwWnSpKprklaiRZWx7WIJLqdkgIrIJsIsgIrI9BDzd24iKhmQR4FzfJSdjzf74LCok3GwQEdn+AaZuUiWbALsIIiK7JOD/y1ZtBAtElyqNbQ8B06C7KraPgMuo1iidnVUMIiJ7RQAXISqIEgF2rATgUWefj9qpWEUT4Hg5U2gAw01K6ANXbWQR4Hg5U1gAw1UsMYivYGzl7MckwPFyprAA5p1gPlykYj/YCrBlI8uyAbBkwINB44B54a0G2CbGZ1zGu39tW30sFfCAaxYwHwodDa3H1uUqUUX35WXoYYUquhgRAV4M+OXXj6PJN+sZA50l3ciCwfR84HXBzyVSn8kK8NmZ3ffja58ADwZpwtIdX/3D/Wh8mwEWY2SnDx6yfkzI+zJizfjVm2t/0I/Gr5n9tCnRTRpCqjC4b/EeyY9UAhEBjtlqJQH/Uz/64q8Z4OFGNOryShSq7bFYE4pSF27AP1vAJZX8SHaA7atonxpZOVX01U/emH74ydXDydv70eTG4fQB66yy/2yRLcELoJ7cOn5qOL7S8kpWo+dg6/KPAvBnP3r+Rwwi/2FYZz8BGMiyt+Ll41uGPz5tFLBlN8kvwNndJIbv6cMNAHyDt7OyS3A0um061LXUlP4X9zevnWYCbvJatOX5wdqu5UIHwxd29vUZNwFYnYOvWv3CocyU/sD55HoO4OauZLUFsPgHbebOfrIEq1Y0AJ5+aNqPKjOl/8UHR3xOUmSAvauiswCX1PiNattrJa5kBUrysko8pf/5e6fRxXdhutmsKf3PTLO23lsAtsp+CaoD8Mj8N0pZQ3bkhY54Sn+YL1oABs1+j+ladLycqVpKsLnyB93pKf11CQbNfCq3MW7FhQ6kgPWU/ovPwcsN4owIcJEWjqqUJfjy0faCVjQBjpczhQmwGFWp7zWoKf0X9YMJsF7OFCrAZdRsENOiRlah/AZsa+/sWOztI+CVm9J/xQB7OKW/VRlcNcBezvhOgBeLABvv7R9gL6f0twK83EbW2VnTgH38daEFoh0u47wrAha3RuYAw02ecoNmE9PPDvtyhb7bmCffu0k2ZRADYD0cvVBzgON17QVshWhnp2D3WgGr4QkzgDkbOTBH3va/8s39xAuU7hAKuZiXtsevNA5v84niZfH9F+bkDqzNmhB88TzFFcNAgGO2Whown3pUglYDdzr7iZdRFwZbwstYDL3kW/GRPMl/uQNrM282LOwKVwyDS8CWiDBU0bx4dvYVYGA5fbCvXsRQWniJ4ooYPKiih/0k4NyBtdm3Cxf1lCqGgQAXAI7i2f0B1WvHfKiseJFDaWEyWvkdgF8nMDbAMg04d2Ct14BtESHoJoW8ruSwMkrwjRiDGF4JhHgVDb8jSwHOHVibfT94UbOuahCtbMeAm7/QwQsVDIJm1TCEf+4cDBPFwwzh6qzLR9AOu9HMOTh3YG3m/eCFY7wqB9HGdloGz86aB8xbth3xLI7fucFb0b/1YD/xIucPh9+l7a0dsq2u3OxDK1rU2bJ+Zk7ewFq/u0mWZRAD4HnJxlTFx+rkDaxdXcCDAULAcjp/Nat/eeVWuinA/GFqnj0YyxwRRsD1K/1wStYD7ts/yWWp2jHec3B2tmO+d2khAgxoRbtt0R4Vv+doG1lnA8sfvvhXggHwqOvZ/WBjewUBQ/eK0a04T5angM8EYIvfJnoIGCZDGxY13yqGgQAjAlxKFcOAFPBgsIJV9Co94n0lAa/QI975hCislrZJ3D/Avj3ifTCwAzxYNcDePeLdHLAswhZ5Z/jZ8UIEuJwqhoEAx9rZIcDVfAvA8maDed4Zfna8NF7QPGAxICd/IGzyrhLchGCaOZOqe4aZA559/vGZxTmY744DcMiHYuQPhJ25bZhxF3Hh2Fl/f3wm2kkWqQ8sf11cDbAaPzYLWA6myh0Iy0fLyuGzmubseNpPYJfOKxljZ/39bZI94LqPLQ/wzpwSgBkRPkYydyCsngUvAXh2PG3+2FlvAauZec1TXxrghVX0aIMPvMsfCCuH4smxs/FI+fR42vyxs97++KwlgHmzaeFAWNnkgvkNNeDZ8bT5Y2f9/fGZbRVt2UTL8BcDzu4m8XMmK775A2EzS/DseNr8sbP+dpOsz8G1H1sR4KwLHSNoPbM6On8gbN45eHY8bc7YWX8B11AGmwcsBruy0pk/EBbeZrWiU+NpP5H1+PzY2XQjq8ys080GMSX/AS+SwQyzGbukG1mpadBy1GwQU2o1YIMZZrN2ma2ih4UDcpsNYkqtBlyTMs7B6jFcLzY33xIzkMK8pG8hnIyUABcrowRLvjBJpZyC9NluYotmg5gSAS5W+lr0bP0sJhG+fHyQWNdsEJPyoxXdsBYP2REl+OI+q6J5Ic6a0t9SO8v4dcEKK6sf/I+yM3X+zpu86J6/e5AoxXWXkoU/TWi0iLauBHMl+tRRYiJ/fR6uO4gE2KlmAM/2hHXzigAX+u5pGWhu0F18t18/awXeXT5x1U0iwE6VeH4wb0IP9XAO1vtl52DeW+LvpGoO4uKfBxJgW6Uf8R4lAeeo1igVzaJCgG2lS3DIT78EuLTtG2A5umCpgAtnMiPAtpppRYfF95PqjBIBdq65fjArxkscdEdVtGtlXcn6FQEuY/sLeLFqDiJ1k9yqccB0ocOtCLCxTYDL2QTYqQiwsU2Ay9kE2KkaB7y4l0SAbdU44IpBRGQTYBdBRGQTYBdBRGQTYBdBRGSvDGCXrSQCbKs6SjABlssYVR3wvGjkOmJRCTa221qC5z8mAZbLGEWNLGN7RQC7HVRFgG1FgI3t1QBs+xhtAuxYBNjYXg3AVEUnljGKABvbc7MRO8BjL+omGdtz84k7wGMvutBhbBPgOoJIgC1FgI1tAlxHEBEDpkZWDUHEC/hs/tmlDvDYi4bsGNoEuIRdPBchWsBnZ/OEHeCxV7MlmAA7FwE2tKmKLmMTYOciwMa2990kPeP7xf3Na6dqdY1R8riRBfIcsJ7x/fLRrpr7PaoRcJkHHxFgWy2uosWM7xcfHMl3oNqiRICXocWARbk9f0/NO1vnjO/q4YN1pbd8nTV9AGW0CLCa8V1PLAyqqxiUerok5hLsfSMrUjO+6xIMqi1K3lfRs75zWCYq6Cbxed7pHFzOd83KSPmAdcV8+WjbRSva+26S54ATM7676gf7faHDe8A5qjNKBNi5CLCxTYCLbQLsXATY2CbAxTYBdi4asmNsE2AXQURkE2AXQURkE2AXQURkE2AXQURkE2AXQURkE2AXQURkE2AXQURkE2AXQURkE2AXQURkE2AXQURkE2AXQURkE2AXQURkE2AXQURkE2AXQURktxVwSj7/MGE1ZFuCC+/oUgluVgTY2CbALoKIyF4JwMWDbghws7IC7P7ngQTYVgTY2G4/4FK/8CXAzYoAG9vtB0xV9MwyRhFgY3sFAFM3Kb2MUXShw9gmwC6CiMgmwC6CiMgmwC6CiMgmwC6CiMheCcDUik4uYxQN2TG2CbCLICKyCbCLICKyCbCLICKyvQd8/s7m5i5/d7IZz+5PgPN997QMlA8YJiI9f5dPIvxsN7G+2SAisn0H/ALml+VoLx8fJNY3G0REtu+AQWI64Yv7m7KyrnNKf9JStBAwTBTNBBW1LsXNlhJEtv8l+OL+tl6Iz8PNBhGR7T3g83eSbSsCXOi75GSsBQ/GivnC5P6XT6ibVOQ7h2WifMDQ+WVtK/4AND65v1SzQURk+w64rOya1ZaNco8zX5IIcGO7L0cEuLHdlyMC3Njuy5E9YBJqEeCWiwC3XAS45SLALVdFwJeP+PWta//9zqa6hchHfohLXS/AOi1IQm4E17ZfQAovrp/fOzpPpFctb37XGoablMpc3ACtmHdWxpF+ovLlI7UKEosfw4tE1Usw/wj8z8X93XgF6ATi/KwgyGqjk232/gfwZ1vFRaZXKe93//g0uvhTuJxaJnOGVGRZNe+5jGVKoPYC5o8G14DVw4YXRireiO17+fgn8OcgjotIr1ref3YQnf/g3lGpzGFwyt9//zSqnvdcxjIlGAzxe9/jF+x5Sv92Xw9ewyErwPIJ8BLwi+IKMrHRxQdHF9//3ydH7DUOsn6OfPm8/3U3+q+f3DsqlTmnw+rn6nnPZSxTip5tQ2UfA25ZCRbDPMQ57Nrpi+tFu0ZypFck9j1/n50N2Z84LunBX6XyvveL9y+f/IIBLpM5r5zZltXznstYpsS+Irw6aingdAkurGDTG53snuxGL7ZZoKxK8L//7f/8OSRQJnPRXGJ1aOW85zKWKfFVz1oLWNSLZudg9v3/nJ0+3//8QAe5sJ7Nyvvzv4OWUrlzMP8aPDPIez5jkVK7S7BVK5q1fVmMLh9/5ygOskkrmlXObx6cl21Fn8BOULNWzXsuY5WSOAfD1+vkrVYBnusH825lhX4w++LzLux10bso0Q/OzFsXmxKZi3FHjEblvGczTqQErWgY8/InvMV2+cj7VjTJKxHglosAt1wEuOUiwC0XAW65kAMe99YO2ctka/246UPxVOgBd/b5CwE2FHrAtzfYy+g2ATYUesB3bh1H0wcPGeDpXhBAhT3uBUGwIV/70fhlVsbZn/HVHzM7tVG/6cNHIPSA7354GI1f+3L9eLrXZUV5/XiyxbiN1g4F2F4/BtxjvtpImU0ff/NCD7g/6kfhRrh+HELBZHR/A5U1L7GHYpMYMMOpNlImCT/gsBsN+wzwKOBidXPIXljbaxgE3SgBGF7jjaRJwg94cuv5jUMALNtZky0Gl9NkbwNVVSvAujHGzaaOG4/wA46ePuxGUEXzDlMEb9kfuQC1cRKwWq/MJo4ZlzwAPGI1bgiNLEaWAQSG0D3mp1tGdbK1wdpWHQE43kiaTR9/8/IAMHAKZTcJCig7vXY+ZoVTnop5j+jO2wJwvJEyV17IAZNsRYBbLgLcchHglosAt1wEuOUiwC0XAW65CHDLRYBbrv8H5udVNY5/REIAAAAASUVORK5CYII=)

rep1 <- report::report(lmer\_out)  
  
# Try to get estimated marginal means from the emmeans package  
  
emdf <- emmeans::emmeans(lmer\_out, specs = pairwise ~ target:cat)

## Note: D.f. calculations have been disabled because the number of observations exceeds 3000.  
## To enable adjustments, add the argument 'pbkrtest.limit = 9434' (or larger)  
## [or, globally, 'set emm\_options(pbkrtest.limit = 9434)' or larger];  
## but be warned that this may result in large computation time and memory use.

## Note: D.f. calculations have been disabled because the number of observations exceeds 3000.  
## To enable adjustments, add the argument 'lmerTest.limit = 9434' (or larger)  
## [or, globally, 'set emm\_options(lmerTest.limit = 9434)' or larger];  
## but be warned that this may result in large computation time and memory use.

emdf1 <- emdf$contrasts %>%  
 data.frame() %>%  
 dplyr::select(., contrast, estimate, p.value) %>%  
 mutate(p.value = round(p.value, 3))  
  
apa\_table(emdf1)

(#tab:lemranalysis)

\*\*

|  |  |  |
| --- | --- | --- |
| contrast | estimate | p.value |
| td3 mem - idchild mem | -0.33 | 0.00 |
| td3 mem - td6 mem | -0.93 | 0.00 |
| td3 mem - idadult mem | -1.01 | 0.00 |
| td3 mem - tdadult mem | -2.58 | 0.00 |
| td3 mem - td3 sug | -1.40 | 0.00 |
| td3 mem - idchild sug | -1.41 | 0.00 |
| td3 mem - td6 sug | -1.36 | 0.00 |
| td3 mem - idadult sug | -1.04 | 0.00 |
| td3 mem - tdadult sug | -0.41 | 0.00 |
| td3 mem - td3 test | -0.52 | 0.00 |
| td3 mem - idchild test | -0.74 | 0.00 |
| td3 mem - td6 test | -1.16 | 0.00 |
| td3 mem - idadult test | -1.17 | 0.00 |
| td3 mem - tdadult test | -2.25 | 0.00 |
| idchild mem - td6 mem | -0.60 | 0.00 |
| idchild mem - idadult mem | -0.69 | 0.00 |
| idchild mem - tdadult mem | -2.25 | 0.00 |
| idchild mem - td3 sug | -1.07 | 0.00 |
| idchild mem - idchild sug | -1.08 | 0.00 |
| idchild mem - td6 sug | -1.03 | 0.00 |
| idchild mem - idadult sug | -0.72 | 0.00 |
| idchild mem - tdadult sug | -0.09 | 0.98 |
| idchild mem - td3 test | -0.19 | 0.06 |
| idchild mem - idchild test | -0.42 | 0.00 |
| idchild mem - td6 test | -0.83 | 0.00 |
| idchild mem - idadult test | -0.85 | 0.00 |
| idchild mem - tdadult test | -1.93 | 0.00 |
| td6 mem - idadult mem | -0.08 | 0.99 |
| td6 mem - tdadult mem | -1.65 | 0.00 |
| td6 mem - td3 sug | -0.47 | 0.00 |
| td6 mem - idchild sug | -0.48 | 0.00 |
| td6 mem - td6 sug | -0.43 | 0.00 |
| td6 mem - idadult sug | -0.11 | 0.79 |
| td6 mem - tdadult sug | 0.52 | 0.00 |
| td6 mem - td3 test | 0.41 | 0.00 |
| td6 mem - idchild test | 0.19 | 0.06 |
| td6 mem - td6 test | -0.23 | 0.00 |
| td6 mem - idadult test | -0.24 | 0.00 |
| td6 mem - tdadult test | -1.32 | 0.00 |
| idadult mem - tdadult mem | -1.57 | 0.00 |
| idadult mem - td3 sug | -0.38 | 0.00 |
| idadult mem - idchild sug | -0.39 | 0.00 |
| idadult mem - td6 sug | -0.34 | 0.00 |
| idadult mem - idadult sug | -0.03 | 1.00 |
| idadult mem - tdadult sug | 0.60 | 0.00 |
| idadult mem - td3 test | 0.49 | 0.00 |
| idadult mem - idchild test | 0.27 | 0.00 |
| idadult mem - td6 test | -0.15 | 0.48 |
| idadult mem - idadult test | -0.16 | 0.36 |
| idadult mem - tdadult test | -1.24 | 0.00 |
| tdadult mem - td3 sug | 1.18 | 0.00 |
| tdadult mem - idchild sug | 1.17 | 0.00 |
| tdadult mem - td6 sug | 1.22 | 0.00 |
| tdadult mem - idadult sug | 1.54 | 0.00 |
| tdadult mem - tdadult sug | 2.17 | 0.00 |
| tdadult mem - td3 test | 2.06 | 0.00 |
| tdadult mem - idchild test | 1.84 | 0.00 |
| tdadult mem - td6 test | 1.42 | 0.00 |
| tdadult mem - idadult test | 1.41 | 0.00 |
| tdadult mem - tdadult test | 0.33 | 0.00 |
| td3 sug - idchild sug | -0.01 | 1.00 |
| td3 sug - td6 sug | 0.04 | 1.00 |
| td3 sug - idadult sug | 0.35 | 0.00 |
| td3 sug - tdadult sug | 0.98 | 0.00 |
| td3 sug - td3 test | 0.88 | 0.00 |
| td3 sug - idchild test | 0.66 | 0.00 |
| td3 sug - td6 test | 0.24 | 0.00 |
| td3 sug - idadult test | 0.22 | 0.01 |
| td3 sug - tdadult test | -0.86 | 0.00 |
| idchild sug - td6 sug | 0.05 | 1.00 |
| idchild sug - idadult sug | 0.36 | 0.00 |
| idchild sug - tdadult sug | 0.99 | 0.00 |
| idchild sug - td3 test | 0.89 | 0.00 |
| idchild sug - idchild test | 0.67 | 0.00 |
| idchild sug - td6 test | 0.25 | 0.00 |
| idchild sug - idadult test | 0.23 | 0.01 |
| idchild sug - tdadult test | -0.84 | 0.00 |
| td6 sug - idadult sug | 0.31 | 0.00 |
| td6 sug - tdadult sug | 0.94 | 0.00 |
| td6 sug - td3 test | 0.84 | 0.00 |
| td6 sug - idchild test | 0.62 | 0.00 |
| td6 sug - td6 test | 0.20 | 0.02 |
| td6 sug - idadult test | 0.18 | 0.08 |
| td6 sug - tdadult test | -0.89 | 0.00 |
| idadult sug - tdadult sug | 0.63 | 0.00 |
| idadult sug - td3 test | 0.53 | 0.00 |
| idadult sug - idchild test | 0.30 | 0.00 |
| idadult sug - td6 test | -0.11 | 0.79 |
| idadult sug - idadult test | -0.13 | 0.67 |
| idadult sug - tdadult test | -1.21 | 0.00 |
| tdadult sug - td3 test | -0.11 | 0.83 |
| tdadult sug - idchild test | -0.33 | 0.00 |
| tdadult sug - td6 test | -0.75 | 0.00 |
| tdadult sug - idadult test | -0.76 | 0.00 |
| tdadult sug - tdadult test | -1.84 | 0.00 |
| td3 test - idchild test | -0.22 | 0.01 |
| td3 test - td6 test | -0.64 | 0.00 |
| td3 test - idadult test | -0.65 | 0.00 |
| td3 test - tdadult test | -1.73 | 0.00 |
| idchild test - td6 test | -0.42 | 0.00 |
| idchild test - idadult test | -0.43 | 0.00 |
| idchild test - tdadult test | -1.51 | 0.00 |
| td6 test - idadult test | -0.01 | 1.00 |
| td6 test - tdadult test | -1.09 | 0.00 |
| idadult test - tdadult test | -1.08 | 0.00 |

report::report(emdf1)

## The data contains 105 observations of the following variables:  
## - contrast: 105 entries, such as idadult mem - idadult sug (0.95%%); idadult mem - idadult test (0.95%%); idadult mem - idchild sug (0.95%%) and 102 others (0 missing)  
## - estimate: n = 105, Mean = -0.24, SD = 0.94, Median = -0.23, MAD = 0.91, range: [-2.58, 2.17], Skewness = 0.11, Kurtosis = 2.51e-03, 0% missing  
## - p.value: n = 105, Mean = 0.11, SD = 0.29, Median = 0.00, MAD = 0.00, range: [0, 1], Skewness = 2.55, Kurtosis = 4.86, 0% missing

## Analyse the DK responses  
  
df1$dn\_id <- rowMeans(df1[paste0(c(id\_test\_child, id\_mem\_child, id\_sug\_child), "\_bin")])  
df1$dn\_td <- rowMeans(df1[paste0(c(td\_test\_3\_5, td\_mem\_3\_5, td\_sug\_3\_5, td\_test\_6\_11, td\_mem\_6\_11, td\_sug\_6\_11), "\_bin")])  
df1$dn\_id\_ad <- rowMeans(df1[paste0(c(id\_test\_adult, id\_mem\_adult, id\_sug\_adult), "\_bin")])  
df1$dn\_td\_ad <- rowMeans(df1[paste0(c(td\_test\_adult, td\_mem\_adult, td\_sug\_adult), "\_bin")])  
  
dn\_long <-   
 df1 %>%  
 select(., dn\_id, dn\_td, dn\_id\_ad, dn\_td\_ad, id) %>%  
 pivot\_longer(., -id)  
  
lmer\_out <- lmer(value ~ name + (1|id), dn\_long)  
  
lm\_out <- lm(value ~ name , dn\_long)  
  
sjPlot::plot\_model(lmer\_out, type = "pred")$name +  
 labs(title = "Graphical Summary Evaluation and Don't Know Scores for Each Age-Group",  
 x = "Coalesced Child and Adult Scores With and Without ID",  
 y = "Averaged Values") +  
 scale\_x\_continuous(labels=c("dn\_id" = "CWID",  
 "dn\_id\_ad" = "AWID",  
 "dn\_td" = "TD Children",  
 "dn\_td\_ad" = "TD Adults"))+  
 aes(color = "green") +  
 theme(legend.position = "none")

## Scale for 'x' is already present. Adding another scale for 'x', which will  
## replace the existing scale.

![](data:image/png;base64,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)

summary(lmer\_out)

## Linear mixed model fit by REML. t-tests use Satterthwaite's method [  
## lmerModLmerTest]  
## Formula: value ~ name + (1 | id)  
## Data: dn\_long  
##   
## REML criterion at convergence: -357.6  
##   
## Scaled residuals:   
## Min 1Q Median 3Q Max   
## -2.2526 -0.6309 0.0338 0.3925 3.5368   
##   
## Random effects:  
## Groups Name Variance Std.Dev.  
## id (Intercept) 0.03182 0.1784   
## Residual 0.03454 0.1858   
## Number of obs: 2712, groups: id, 678  
##   
## Fixed effects:  
## Estimate Std. Error df t value Pr(>|t|)   
## (Intercept) 2.210e-01 9.893e-03 1.603e+03 22.336 <2e-16 \*\*\*  
## namedn\_id\_ad 1.864e-02 1.009e-02 2.031e+03 1.846 0.065 .   
## namedn\_td -1.533e-01 1.009e-02 2.031e+03 -15.190 <2e-16 \*\*\*  
## namedn\_td\_ad -1.825e-01 1.009e-02 2.031e+03 -18.079 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Correlation of Fixed Effects:  
## (Intr) nmdn\_d\_ nmdn\_t  
## namedn\_id\_d -0.510   
## namedn\_td -0.510 0.500   
## namedn\_td\_d -0.510 0.500 0.500

summary(lm\_out)

##   
## Call:  
## lm(formula = value ~ name, data = dn\_long)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -0.23961 -0.22097 -0.03915 0.03312 0.93235   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 0.220971 0.009893 22.336 <2e-16 \*\*\*  
## namedn\_id\_ad 0.018638 0.013991 1.332 0.183   
## namedn\_td -0.153325 0.013991 -10.959 <2e-16 \*\*\*  
## namedn\_td\_ad -0.182489 0.013991 -13.043 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.2576 on 2708 degrees of freedom  
## Multiple R-squared: 0.1078, Adjusted R-squared: 0.1068   
## F-statistic: 109 on 3 and 2708 DF, p-value: < 2.2e-16

emmeans::emmeans(lmer\_out, pairwise ~ name)

## $emmeans  
## name emmean SE df lower.CL upper.CL  
## dn\_id 0.2210 0.00989 1603 0.2016 0.2404  
## dn\_id\_ad 0.2396 0.00989 1603 0.2202 0.2590  
## dn\_td 0.0676 0.00989 1603 0.0482 0.0871  
## dn\_td\_ad 0.0385 0.00989 1603 0.0191 0.0579  
##   
## Degrees-of-freedom method: kenward-roger   
## Confidence level used: 0.95   
##   
## $contrasts  
## contrast estimate SE df t.ratio p.value  
## dn\_id - dn\_id\_ad -0.0186 0.0101 2031 -1.846 0.2519   
## dn\_id - dn\_td 0.1533 0.0101 2031 15.190 <.0001   
## dn\_id - dn\_td\_ad 0.1825 0.0101 2031 18.079 <.0001   
## dn\_id\_ad - dn\_td 0.1720 0.0101 2031 17.036 <.0001   
## dn\_id\_ad - dn\_td\_ad 0.2011 0.0101 2031 19.925 <.0001   
## dn\_td - dn\_td\_ad 0.0292 0.0101 2031 2.889 0.0204   
##   
## Degrees-of-freedom method: kenward-roger   
## P value adjustment: tukey method for comparing a family of 4 estimates